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ABSTRACT
We propose a method to extract user attributes from the pic-
tures posted in social media feeds, specifically gender infor-
mation. While traditional approaches rely on text analysis or
exploit visual information only from the user profile picture
or colors, we propose to look at the distribution of semantics
in the pictures coming from the whole feed of a person to esti-
mate gender. In order to compute such semantic distribution,
we trained models from existing visual taxonomies to recog-
nize objects, scenes and activities, and applied them to the
images in each user’s feed. Experiments conducted on a set
of ten thousand twitter users and their collection of half a mil-
lion images revealed that the gender signal can indeed be ex-
tracted from the users image feed (75.6% accuracy). Further-
more, the combination of visual cues resulted almost as strong
as textual analysis in predicting gender, while providing com-
plementary information that can be employed to further boost
gender prediction accuracy to 88% when combined with tex-
tual data. As a byproduct of our investigation, we were also
able to extrapolate the semantic categories of posted pictures
mostly correlated to males and females.

Index Terms— Gender Prediction, Visual Analytics, So-
cial Media, Multimodal Information Extraction

1. INTRODUCTION AND RELATED WORK

Gender prediction from social media profiles has attracted
great interest in recent years. While in certain cases such in-
formation can be explicitly provided by the user, for the vast
majority of cases it remains unknown. A great body of work
has focused on estimating gender from textual analysis of di-
verse sources such as tweets [1], hashtags1, psycho-linguistic
features [2], conceptual attributes [3], topic modeling on Pin-
terest boards names [4], and first name analysis [5]. While
textual analysis has proved quite powerful, it is not perfect
[6] and suffers from the need to develop language specific
models [7] for different cultures/nationalities.

Some methods tried to alleviate such shortcoming by
making use of a user’s network analysis, inferring gender

1http://totems.co/blog/machine-learning-nodejs-gender-instagram
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Fig. 1. Examples of problematic cases for gender estimation
from profile pictures: (a) occlusion, (b) face not visible, (c)
celebrity picture, (d) multiple people and (e) pictures not por-
traying people.

from friends connections [8, 9] and even from the list of
celebrities that one follows [10].

So far, visual information has only been marginally con-
sidered for gender prediction. Alowibdi et al.[11] analyze the
colors adopted by users in their profiles. The user profile pic-
ture represents an obvious choice to extract gender informa-
tion from a social media profile, and even the mere fact that
a user shares a profile picture can be indicative [12]. A large
portion of profiles contain a clear view of the face of a user,
therefore using state of the art face gender recognition meth-
ods constitutes a powerful gender prediction cue. However,
as exemplified in Figure 1 and demonstrated in Section 5,
profile picture face analysis alone is not sufficient for fully
reliable gender estimation. Besides the technical challenges
posed by out of focus, perspective distortions and occlusions
(1-a), in many cases the face of the user might not even be
visible, due to specific pose choices (1-b). Furthermore, some
users adopt a picture of their favorite celebrity (1-c), or pic-
tures with two people or group photos containing individuals
of different gender (1-d). Even most interestingly, users post
photos which don’t even contain humans as their profile(1-e).
We claim that such pictures carry meaningful insights about
the users’ interests and attributes, which are in turn correlated
to gender.
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Fig. 2. Proposed gender classification pipeline.

To the best of our knowledge, Ma et al.[13] have been the
only ones to use image analytics from social media streams to
estimate users’ gender. However, their approach is limited to
analyzing only the images from the user feed, excluding non-
face profile pictures. The authors employed a restricted set
of classifiers which were built ad-hoc for a small dataset of a
few hundred Twitter users. Furthermore, they did not explore
the combination of visual and textual analysis.

Following the same logic, we apply a set of visual seman-
tic classifiers to the entire collection of images and videos in
a user’s feed, and train a gender predictor on top of the aggre-
gated semantic scores from such classifiers across each user’s
collection. Our approach is detailed in Figure 2: first we col-
lect all the images from a user’s social media feed, we then
extract a vector containing the distribution of aggregated re-
sponses of a set of visual classifiers across all the images, and
finally we learn a gender predictor on top of it.

Experiments conducted on a set of ten thousand twitter
users and their collection of half a million images revealed
that the gender signal can indeed be extracted from the users
image feed (75.6% accuracy). Furthermore, the combination
of visual cues resulted almost as strong as textual analysis
in predicting gender, while providing complementary infor-
mation that can be employed to further boost gender predic-
tion accuracy to 88% when combined with textual data. As a
byproduct of our investigation, we were also able to extrapo-
late the semantic categories of posted pictures mostly corre-
lated to males and females.

The remainder of the paper is organized as follows: Sec-
tion 2 introduces the details of our visual analytics pipeline
for gender prediction, we comment on Textual Analytics and
multimodal information fusion in Sections 3 and 4, respec-
tively. We presents the experimental settings and results in
Section 5, and draw conclusions in Section 6.

2. VISUAL INFORMATION EXTRACTION

In this Section we introduce our framework to estimate user
gender from visual information in social media profiles, using
three different sources: profile pictures, images from the feed,
and profile color patterns.

2.1. Profile Picture Analysis

We adopted a two-channels analysis approach to users profile
pictures: in one channel we applied a state of the art face de-
tector and face analysis based gender estimator, while in the
other we performed an analysis on top of a set of general con-
cept classifiers, similarly to what we did for all the pictures
from the user’s feed.

2.1.1. Face Based Gender Predictor

In order to perform face based gender estimation, we adopted
the free api from the commercial system Face++2, which em-
ploys state of the art face detection, salient points identifica-
tion, registration and attributes extraction algorithms includ-
ing gender, age, facial expressions and accessories (glasses,
hats, etc.). For each input image, the system returns the
detected faces together with their attributes and confidence
scores in a scale from 0 to 100. We refer to their work for
details of the system [14]. In the dataset of 10K Twitter pro-
files we analyzed in the experiments, only in 54.81% of the
cases the system detected a single face. Including the cases
where multiple faces where detected with a majority of one
gender represented, amounted to 58.71% of the users. When
more than one face was detected, we predicted gender by ma-
jority voting, or by confidence score in case an equal number
of male and female faces where found.

2.1.2. Profile Picture Semantics

We claim that even in cases where a user’s face is not por-
trayed in his/her profile picture, the choice of subject for such
picture is correlated with the user’s gender.

We therefore employed a set of visual classifiers to rec-
ognize the content of those images and used their predictions
as a feature to estimate users’ gender. The choice of which
categories to recognize in the pictures is not trivial. While we
suspect that a set of visual classifiers specifically tailored and
trained on the dataset used in this work’s experiments would
have provided better performance, we tried to re-use a subset
of pre-existing classifiers which had been trained in the con-
text of event detection from video collections [15]. One main
motivation behind this choice was to generate a set of con-
cepts which could be re-used for other datasets and not overly
specific to the one inspected in this work.

We chose the following 25 categories: Adult, Animal,
Baby, Beach, Boy, Brand Logo, Building, CGI, Car, Cat,
Child, Dog, Elderly Man, Elderly Person, Elderly Woman, Fe-
male Adult, Girl, Horse, Human Portrait View, Human, Icon,
Male Adult, Motorcycle, Nature, Two People.

In order to qualitatively evaluate our choice of visual clas-
sifiers and determine the most discriminative ones for gender,
we trained two linear SVMs on top of the Semantic Model

2www.faceplusplus.com



Fig. 3. Weights of the most discriminative categories corre-
lated to profile pictures.

Vector: one using the male user profile pics as positives and
the female ones as negatives, and the other inverting the roles.

In Figure 3 are reported the weights of the SMVs, male in
blue and female in red. Many weights confirm obvious intu-
itions (for example Male Adult with a large positive weight for
male, and a large negative weight for female). Some are more
interesting, for example male users seem to be Cat lovers,
whereas female users seem to prefer Dog. Male users post
more vehicles (Car and Motorcycle) while female users have
more profile pictures with friends (Two people) and land-
scapes, both rural (Nature) and urban (Building).

2.2. Feed Pictures Analysis

We apply the same type of semantic analysis described in the
previous Section also to all the images in a users feed.

We employed three sets of semantic visual classifiers, and
tested their performance as gender prediction signals alone
or in combination. The list of semantics were chosen among
the ones developed to recognize visual events from consumer
videos. Details of the classifier training procedures and cate-
gories can be found in [15], while the full lists can be found
online3.

SMV 51 : a set of 51 classifiers trained as ensemble SVMs
on top of standard visual descriptors, using images crawled
from web search engines as training data. This initial set was
chosen to be compact (for efficiency purposes) yet descrip-
tive, trying to cover topics that people traditionally share on
social media such as sports, life events, products, home re-
lated, pets, etc. For each image, we obtain a semantic model
vector (SMV) of 51 concatenated prediction scores, one for
each visual model.

SMV 717 : same as SMV 51, but with an extended set of
717 categories.

SMV Deep1000 : a set of 1K classifiers trained from Im-
ageNet using a convolutional deep neural network, extracted
using the Caffe package 4.

3http://www.cs.columbia.edu/˜mmerler/gender/
4http://caffe.berkeleyvision.org/

While the approach is similar to the profile picture analy-
sis, in this context we are looking at a collection of multiple
images. Therefore the assumption is that the distribution of
categories depicted in the images posted by a user is corre-
lated to his/her gender. In fact, for each concept Ci, we have
not one but a set of scores Ci(xj), with j = 1, ..., Nk where
N is the number of images posted by a user k.

We therefore tested different approaches to feed such
distribution to the final gender classifier. As baselines we
adopted standard pooling operations (max, average, average
of the top quartile)

Ci(k) = pooling (Ci(xj)) (1)

We also tested a count based approach, where we counted the
number of pictures in which Ci(xj) was greater than a pre-
specified threshold t (set at the classifier boundary).

Ci(k) =

∑
j Ci(xj) > t

Nk
(2)

Finally, we tested aggregation at the prediction level, in which
we trained the gender predictor using all the semantic model
vectors from all of the images in the user’s feed, instead of
using a single, aggregated vector for a user. We then pooled
the prediction scores from the gender classifier on the images
of a test user to determine his/her gender. As shown in the
results in Table 1, this strategy proved to be the most effective.

2.3. Additional Visual Information

Besides the profile picture and the images posted in the feed,
a Twitter user profile contains other forms of visual informa-
tion: specifically the background image, header image and
profile color patterns. We therefore analyzed such content as
well, and tested it in the gender classification context.

The header and background images fill the homepage of
a user. Typically they are thematic pictures not containing
people, and a large portion of users do not personalize them
but use the default Twitter themes. In fact, in the dataset we
analyzed, we found that roughly half of the users employed
the default option for either the Background or the Header
image. Therefore those visual clues provide weaker informa-
tion with respect to other streams. We employed the Semantic
Model Vector with 717 visual classifiers as the representation
for both images.

Following the approach by Alowibd et al. [11], we also
collected the profile color information for the following Twit-
ter account details: Background, Text, Line, Sidebar Fill,
Sidebar Fill and Sidebar Border. The information was col-
lected using an open source service provider5. Each color
information was encoded using color quantizations in RGB
space using 8 or 9 bins per channel (resulting in codebooks
of 512 and 729 elements, respectively) or directly employing

5http://www.twitteraccountsdetails.com/
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Fig. 4. Twenty most used colors by (a) male and (b) female
users in Twitter profiles. Colors were quantized in 729 bins
and ordered from left to right based on luminance value.

the raw color values. The gender prediction model was built
on top of such representations individually and in combina-
tion using standard SVMs with RBF kernels. In the analyzed
dataset, 24.21% (11.9% male and 12.31% female) of the users
employed the default color options. Looking at the distribu-
tions of the 20 most used colors by male and female users
in Figure 4, we notice a higher use of red, pink and brown
shades in female users, whereas males seem to prefer a palette
oriented to blue, green and grey.

3. TEXTUAL INFORMATION

In order to provide a comparison with the state of the art on
gender prediction in social media, we also extracted and em-
ployed textual features. Note however that the purpose of this
work is not to claim that visual analytics performs better gen-
der prediction than traditional textual ones, but that it provides
a solid and complementary cue that should be used in combi-
nation with existing techniques.

We used two sources of textual information, following the
procedure adopted by Liu and Ruths [5], in order to try to
reproduce as closely as possible the performance of their ap-
proach on the dataset they introduced and that we use in our
experiments.
Tweets. We analyzed 200 tweets from each user, and learned
a linear SVM on top of extracted n-grams from the text. We
used the Libtext library [16] for all our processing.
First Name Analysis. We collected the first name informa-
tion from the 1990 census 6 and associated each detected first
name from the given profiles to its frequency within the male
and/or female population.

4. MULTIMODAL INFORMATION FUSION

We tested traditional early and late fusion strategies to com-
bine both textual and visual information.

In early fusion, we simply concatenated feature vectors
obtained from different sources.

For late fusion, we tried simple pooling strategies to com-
bine separately trained classifiers, as well training a nonlin-
ear SVM on top of the concatenation of the prediction scores
from the individual classifiers.

6http://www.census.gov/genealogy/www/data/1990surnames/names
files.html

Since the information provided by first name analysis and
profile picture face-based analytics is not encoded in a feature
vector, but provides an immediate gender prediction, we also
tried a filtered fusion approach. In this framework, the final
gender prediction decision is taken immediately and without
considering the other sources of information if
1) a first name matches exactly a name that associated only
with either the male or female gender, or
2) the Face++ detector found only one single face and its gen-
der prediction score is above 90%

As shown in the results reported in Tables 2 and 3, the
filtered fusion strategy proved to be the most effective.

5. EXPERIMENTS

5.1. Experimental Setup

We used the dataset introduced by Liu and Ruths [5] 7, which
contains 10K Twitter users and their gender information. Fol-
lowing their protocol, we performed 10 random splits, each
containing with a test set of 800 users (400 male and 400 fe-
male), while the remaining users were used for training. Gen-
der prediction performance was evaluated as mean accuracy
over the 10 splits, with 50% representing random prediction.

All gender classifiers on top of each information vector
(visual, textual, or mixed) were trained using SVMs with RBF
kernel, with kernel parameters estimated via grid search. The
only exception was the n-gram based textual one for which,
given the extremely high dimensionality of the feature vector,
we used the linear SVM classifier built in LibShortText.

5.2. Results and Discussion

From the results reported in Tables 1, 2 and 3 we can draw the
following conclusions.

For the semantic scores obtained by applying visual clas-
sifiers on all the images from the whole feed of a user, learn-
ing a gender predictor using the individual images model vec-
tors and then performing average pooling over all the image
prediction scores for the test user provides better performance
than aggregating the visual models scores across the images
each user, and then training a gender classifier on user in-
stances. It seems that using more categories/visual models in-
creases the final gender classification performance, with Deep
models providing the best results.

Analysis of text in tweets alone proves better than any
other individual approach by a large margin. However, the
performance gap between the fusion of visual information and
the fusion of textual information is much smaller.

Textual and visual information are complementary, and
their fusion boosts prediction accuracy.

Late filtered fusion provides the best performance, achiev-
ing 88% mean accuracy on this dataset, thus resulting in the

7http://www.networkdynamics.org/static/datasets/LiuRuthsMicrotext.zip



Method Accuracy
Max Pooling 67.53
Avg Pooling 69.43

Avg Top-Quarter Pooling 69.56
Threshold-count 70.82

Avg Prediction Pooling 71.38

Table 1. Mean accuracy over ten fold gender prediction ex-
periments using different aggregation methods over the im-
ages in the visual feed based on the SVM717 representation.

Method Accuracy
Background SMV717 60.11

Header SMV717 64.41
color 66.18

Visual Feed SMV51 66.67
Visual Feed SMV717 71.38

Visual Feed SMVDeep1000 75.40
Profile SMV25 69.11
Profile Face++ 74.90

First Name 71.22
LibText 200 Tweets 83.37

Table 2. Mean accuracy over ten fold gender prediction ex-
periments using different visual and textual sources.

state of the art for such dataset. It should be noted that the
results reported by Liu and Ruths [5] were obtained on dif-
ferent splits of the data. We expect that given their reported
higher performance of textual fusion, our combination with
visual information could further improve performance on the
splits they employed in their experiments.

Finally in Figure 5 we report a qualitative analysis of
the most discriminative visual classes for gender, selected
by weight magnitude of a linear SVM trained on top of the
SMV51 vectors.

6. CONCLUSIONS AND FUTURE WORK

We showed that the semantic content of the pictures posted
by users in social media can be used to predict their gender.
We used a set of independently trained visual classifiers, and
showed through extensive experiments on a set of 10K Twitter
users that such visual information can provide a strong gender
predictor cue (75.6% accuracy), which proved to be comple-
mentary to traditional textual analytics (88% accuracy).

In the future, we plan to extend the use of visual informa-
tion to estimate other user attributes such as age and political
affiliation.

Method Accuracy
Visual Feed Early Fusion 75.58

Visual Feed Late (avg) Fusion 74.34
Visual Feed Late (SVM) Fusion 75.6

Profile Late (avg) Fusion 77.85
Profile Late (SVM) Fusion 78.63

Profile Filtered Fusion 79.05
All Visual Late(SVM) Fusion 80.08

All Visual Late(SVM) Filtered Fusion 83.36
Textual Early Fusion 84.08

Textual Feed Late (avg) Fusion 84.53
Textual Late (SVM) Fusion 84.67

Textual Filtered Fusion 85.72
Visual+Text Early Fusion 84.07

Visual+Text Late (SVM) Fusion 85.97
Visual+Text Late (SVM) Filtered Fusion 88.01

Liu and Ruths [5] 87.1

Table 3. Mean accuracy over ten fold gender prediction ex-
periments using different fusion strategies. Note that random
guess produces 50% accuracy, and Liu and Ruths [5] results
were obtained on different splits of the data.
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